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Abstract

For the first time, an experimental three-dimensional reconstruction and visualization of stationary and transient flash-
ing flow in a vertical pipe (47 mm diameter) is presented. The measurements have been performed by means of wire-mesh
sensors. This type of sensor delivers two-dimensional void-fraction distributions in the pipe cross-section where it is
mounted with a maximum sampling rate of 10,000 frames per second. A sampling rate of 1200 frames per second has been
used in this work. Steam bubbles have been identified from the wire-mesh data and their complete three-dimensional
reconstruction has been performed by taking into account the steam bubble velocity. For the estimation of the bubble
velocity, two wire-mesh sensors positioned at a small axial distance from each other have been used. The velocity has been
determined by cross-correlation of the two wire-mesh signals, by direct identification of the traveling time of the steam
bubbles between the two sensors and by means of a drift-flux model. A comparison between the three methods of bubbles
velocity measurement is reported. Stationary and time-dependent bubble size distributions have been derived. The station-
ary radial void-fraction profiles have been decomposed according to bubble size classes and compared with the results
obtained with an equilibrium model.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Flashing flows in vertical pipes have found great interest in the last years because of importance during the
start-up phase of natural-circulation-cooled Boiling Water Reactors (BWRs). In these systems the coolant
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flow is driven by natural circulation and a long adiabatic section (riser or chimney) is present above the reactor
core to enhance the flow rate.

It has been demonstrated theoretically (Inada et al., 2000; Van Bragt et al., 2002) and experimentally (Wiss-
ler et al., 1956; Aritomi et al., 1992; Furuya et al., 1995; Manera and van der Hagen, 2003; Manera, 2003) that,
under specific conditions, flashing occurring in the adiabatic section may trigger undesired self-sustained flow
oscillations. To avoid such instabilities, optimal start-up procedures are needed. Such procedures are tested by
means of so-called best-estimate codes (TRACG, ATHLET, RELAP, etc.). These codes are based on the one-
dimensional two-fluid model approach and necessitate a set of constitutive relations to couple the balance
equations for the liquid and vapour phase. These relations have not been derived specifically for flashing flow
in vertical pipes subsequent to a decrease of gravitational head. As a matter of fact, computer simulations
(Andersen et al., 1995; Cheng et al., 1998b; Paniagua et al., 1999; Cheung and Rao, 2000; Tiselj and Cerne,
2000; Analythis and Lübbesmeyer, 2002; Sengstag, 2002) of natural circulation BWRs systems at low pressure
(when the flashing phenomenon plays a key-role) have often given unsatisfactory and sometimes even contra-
dictory results.

Knowledge of the characteristics of flashing flows is therefore of fundamental importance for the determi-
nation and assessment of models to be implemented in best-estimate codes for the design of optimal start-up
procedures for the natural circulation BWRs (and in general of natural circulation two-phase flow systems).

The experiments and models available in literature (Riznic and Ishii, 1989; Domnick and Durst, 1995;
Downar-Zapolski et al., 1996; Elias and Chambrè, 2000; Hahne and Barthau, 2000) mainly refer to flashing
in horizontal pipes as a consequence of sudden depressurization (i.e. blow down transients, for instance due to
a pipe rupture) or close to a pipe restriction and cannot be directly applied to flashing flows in vertical pipes
caused by variations of gravitational pressure head.

Experimental studies on two-phase flow in vertical pipes are reported in literature, but mainly refers to air–
water flows, in which air and liquid are supplied separately, and scarce literature can be found focused on
steam–water flows in which the steam is produced by heaters placed below an adiabatic test section. Very little
is known about flashing flows, in which steam is produced in the super-heated liquid due to a decrease of the
gravitational head along the system.

Objective of the present paper is to analyze the three-dimensional structure of such flashing flows and inves-
tigate how the flow patterns compare with flow maps available in literature, to check whether models based on
equilibrium of bubble forces can be applied for the prediction of bubbles radial distribution in flashing flows as
well, and to study whether drift-flux models are suitable for applications to transient flashing flows. In this
work, the structure of flashing flows caused by a decrease of gravitational head is studied for the first time,
both in stationary and transient conditions. A three-dimensional visualization of the flow patterns is obtained
for several flow conditions and a comparison with available flow map is presented. Advanced instrumentation,
namely wire-mesh sensors, is used for this task. Unique experimental data have been obtained for bubble size
distributions and their temporal evolution during transients. An equilibrium model, based on the balance of
the forces acting on the bubbles, is successfully applied for the first time to predict bubbles radial distribution
in flashing flow. In addition, the performances of the GE-ramp model are analyzed for the prediction of the
time-dependent steam velocity during transient flashing. Such model was selected on the basis of previous
work (Manera, 2003; Manera et al., 2003) regarding the suitability of drift-flux models to predict the void frac-
tion during flashing flows.

2. The experimental set-up

The test facility (see scheme in Fig. 1) is a steam/water loop built at the Delft University of Technology to
simulate the behavior of a natural-circulation BWR at low-pressure conditions. Demineralized water is used as
working fluid. The test section consists of an insulated adiabatic pipe (3 m length, 47 mm diameter), so-called
riser, made of glass, built on top of four parallel heated channels. The steam produced in the heated and in the
adiabatic sections is condensed by a heat exchanger. The pressure can be set higher than the atmospheric pres-
sure by means of a steam dome where liquid and steam are kept at saturation conditions (in this case the loop
is pressurized by means of a pressure vessel containing air and water separated by a membrane. After the pres-
surization the vessel is disconnected from the loop). A buffer vessel is used to damp temperature oscillations at



Fig. 1. Scheme of the test facility.

Table 1
Characteristics of the test facility

Power range per rod 0–3 kW
Pressure range 1–5 bar
Fuel channel diameter 20.4 mm
Fuel rod diameter 12.5 mm
Heated section length 1.95 m
Adiabatic section diameter 47 mm
Adiabatic section length 3 m
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the outlet of the heat exchanger in order to ensure a constant temperature at the inlet of the heated section.
The facility can be operated both in forced and natural circulation conditions. The main characteristics of the
test facility are reported in Table 1.

The measurements presented in this paper have been carried out at atmospheric pressure. During each
experiment, the power level and the temperature at the inlet of the heated section are kept constant.

2.1. Instrumentation

The instrumentation of the test facility is schematically illustrated in Fig. 1. The flow rate at the inlet of the
heated section and before the steam dome is measured by means of magnetic flow-meters. Thermocouples are
located at the inlet and outlet of each heated channel, along the adiabatic section, in the heat exchanger and in
the steam dome. The temperature at the inlet of the heated section is measured by means of a PT100 for higher
accuracy. Pressure sensors are used to measure the absolute pressure at the inlet of the heated section, at the
outlet of the riser and in the steam dome. Differential pressure sensors are mounted across the steam dome (for
water level measurements) and across the valves at the inlet of the heated section (such valves, not reported in



A. Manera et al. / International Journal of Multiphase Flow 32 (2006) 996–1016 999
Fig. 1, are present at the inlet of each heated channels in order to control the inlet friction for each channel
separately). Beside standard instrumentation, advanced measuring techniques are used for detailed void-frac-
tion measurements and for velocity measurements at high sampling rate. The latter measurements are per-
formed by means of Laser-Doppler Anemometry set-ups. The void-fraction measurements are performed
by means of local conductivity needle-probes equidistantly distributed along the axis of the adiabatic section,
and by wire-mesh sensors (Prasser et al., 1998). Two of such sensors are mounted in the upper part of the adi-
abatic section, positioned at an axial distance of 27.5 mm from each other. Details are given in the next par-
agraph. Further information about set-up and instrumentation is given by Manera (2003).

3. The wire-mesh sensor

The wire-mesh sensor, developed at the Forschungszentrum Rossendorf (FZR, Germany) allows the mea-
surement of the instantaneous two-dimensional void-fraction distribution over the cross-section of a pipe. The
measurement is based on the local instantaneous conductivity of the fluid flowing in the pipe. Details on the
working principle of the sensors are given by Prasser et al. (1998).

The inner diameter of the two sensors used in the experimental set-up is 47 mm (equal to the inner diameter
of the adiabatic section in which they are mounted). Each sensor consists of two electrode grids that are posi-
tioned perpendicularly to each other (see Fig. 2) in order to form a matrix of 16 · 16 crossing points. The dis-
tance between two successive parallel wires is 2.8 mm, this being the spatial resolution of the sensor. The
sampling frequency of such a device can be set up to 10 kHz. A sampling frequency of 1200 Hz has been used
in the present study. The wires have a diameter of 120 lm and occupy �4% of the total cross-section, so that
the flow resistance introduced by the sensor is not significant.

3.1. Treatment of the measured signal

The wire-mesh sensor delivers a matrix of 16 · 16 instantaneous local conductivity measurements at each
wires crossing point. Defining a rectangular coordinate system having its origin in the center of the sensor, the
temporal- and spatial-coordinates are expressed as
t ¼ i � Dt ¼ i
fm

; x ¼ j � Dx; y ¼ k � Dy;
being Dt the sampling time, the spatial pitches Dx = Dy = 2.8 mm and the sampling frequency fm = 1200 Hz.
Assuming a linear dependency between local instantaneous conductivity and void fraction—this assump-

tion has been proven to be satisfactory in previous works (Prasser et al., 1998; Richter, 2001)—the local fluid
Fig. 2. Scheme of the wire-mesh sensor.
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conductivity ui,j,k measured at the time instant iDt at the crossing point identified by the indexes j and k can be
converted into void fraction ei,j,k according to
ei;j;k ¼
ui;j;k � uGj;k

uLj;k � uGj;k

ð1Þ
where uGj;k and uLj;k are the fluid conductivity that would be measured if the area around the crossing point
(j,k) would be completely filled with gas or liquid respectively. These data are retrieved during a calibration
procedure in which measurements are performed in conditions of ‘‘tube completely filled with liquid’’ and
‘‘tube completely filled with gas’’. The data are stored for each of the 16 · 16 crossing points of the sensor.

A special correction is needed if the temperature of the fluid is expected to vary during the experiments. In
this case a decrease (increase) of the liquid temperature will cause a decrease (increase) of the liquid conduc-
tivity uL that would be interpreted as an increase (decrease) of void fraction, if the relation (1) is adopted. To
take into account temperature variations, the liquid conductivity is measured by the wire-mesh sensor at dif-
ferent liquid temperatures and a linear regression is derived (Manera, 2003) for each crossing point (j,k). The
fluid temperature is measured by means of a thermocouple positioned at the location of the wire-mesh sensor
(see Fig. 2). The temperature correction results in the following relation:
ei;j;k ¼
ui;j;k � uGj;k

u0
Lj;k
� uGj;k

aT 0 þ b
aT þ b

ð2Þ
where u0
Lj;k

is the liquid conductivity measured at the reference temperature T0 and a and b are the coefficient of
the linear regression.

As an example, the cross-section-averaged void fraction measured by the wire-mesh during a flashing-
induced flow oscillation is shown in Fig. 3a. If the temperature variation is not taken into account (i.e. a
constant liquid conductivity is assumed for the conversion from fluid conductivity to void fraction) the void
fraction might exhibits also negative values during a flashing cycle, while it shows positive values between two
successive flashing cycles even though only liquid is present in the riser. This is due to the fact that the liquid
temperature varies in time and exhibits a local maximum during a flashing cycle and a local minimum between
two successive cycles. Since the liquid conductivity decreases with decreasing temperature, a decrease
(increase) of temperature is erroneously interpreted as an increase (decrease) of void fraction. The effect van-
ishes when the described temperature calibration is applied (see Fig. 3b).

Note that for the evaluation of the cross-section-averaged void fraction a weighting factor is needed to take
into account whether the measurement area associated to a given crossing point (j,k) contributes completely
(central meshes) or only partially (meshes at the periphery) to the pipe cross-section (Prasser et al., 1998).
Fig. 3. Effect of temperature correction on void-fraction measurements.
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Several studies have been performed to assess the error of this measurement technique on the void fraction.
A comparison with a fast X-ray tomograph in air–water mixture at ambient temperature has shown that for
bubbly flow the absolute error on the void fraction is lower than 1%, whereas for slug flow the maximum abso-
lute value is found to be underestimated by less than 4% (Prasser et al., 2005a). The void-fraction under-esti-
mation is caused by the formation of a liquid film between the steam bubbles and the wires of the sensor. Such
effect disappears with increasing liquid temperature. Since the measurements presented in this paper are car-
ried out on a steam/water mixture at atmospheric pressure, the absolute error on the void fraction is lower
than 4%.

3.2. Bubble reconstruction algorithm

The algorithm used to identify bubbles starting from the wire-mesh signal has been developed by Prasser
et al. (2001). Starting point of the algorithm is the three-dimensional matrix of local void-fractions eijk mea-
sured by the wire-mesh sensor.

A bubble-object is defined as a region of connected elements (i, j,k) containing gas phase surrounded by
elements containing liquid phase. Each element (i, j,k) belonging to the same bubble-object is associated with
a common number (so-called bubble identifier nB) that is unique for each bubble.

However, due to the finite size of the measuring volume, a sharp distinction between elements filled with gas
or liquid phase cannot be obtained. As a matter of fact, the local void fraction eijk can take all values between
zero (liquid) and unity (steam), since it can happen that steam only partially covers the measurement area
defined by two crossing wires. Moreover a certain level of noise has also to be taken into account. Conse-
quently, a threshold eMIN has to be used to distinguish between gas- and liquid-containing elements (Prasser
et al., 2001). Without such a threshold, bubbles very close to each other might be erroneously unified. On the
other hand, a high threshold may lead to the division of a bubble into unrealistic fragments.

The algorithm for the bubble identification first searches for local void-fraction maxima eMAX. Then, for
each of these maxima a recursive subroutine (FILL subroutine) is started to assign to all neighboring elements
(i, j,k) belonging to the same bubble the same bubble identifier nB (the flow chart of the subroutine is shown in
Fig. 4). When the FILL procedure for the bubble nB is terminated, the bubble identifier nB is increased to the
next integer value and the procedure is repeated until no new start-element can be found in the data array.
Result of the algorithm is a three-dimensional array of elements bijk having the same dimensions as the
void-fraction array and containing the identifier of the bubble to which the element (i, j,k) belongs. Before
starting the FILL procedure, all the elements bijk are set to zero. In the case in which a given element
Fig. 4. Flow chart of the FILL subroutine for bubble identification.
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(i, j,k) is occupied by liquid, the corresponding array element bijk is not assigned to any bubble, so that its value
remains equal to zero. For local void fraction below the threshold eMIN the FILL subroutine is not executed.
Prasser et al. (2001) have shown that an optimum is achieved when a differential threshold DeLEVEL is used to
terminate the FILL procedure. In this case, the threshold eMIN is set equal to eMAX � DeLEVEL.

The elements that surround bubbles and have not been assigned yet by the FILL subroutine (because their
void fraction is lower than the threshold eMIN) are treated by means of an agglomeration algorithm that asso-
ciates these elements to the bubbles that have already been identified. This subroutine does not create new
bubble identifiers nB. In the present work, a minimum value of 50% was chosen for the local void-fraction
maxima eMAX that define a bubble element and the differential threshold DeLEVEL was set equal to 20%.

An example of the result of the bubble reconstruction algorithm is shown in Fig. 5. The two columns are
derived from the lower and upper wire-mesh sensors respectively and represent virtual side cross-section views
obtained by stacking one on top of each other the signals measured by each wire-mesh sensor along one pipe
diameter at different time instants. Different colors are associated to different bubbles as identified by the bub-
ble identification algorithm.

It is clear that for a complete three-dimensional reconstruction of the bubbles, the bubble velocity is needed.
In first approximation, it can be assumed that all the elements (i, j,k) belonging to a given bubble move with
the same velocity. For stationary flow it is generally assumed that the bubble velocity equals the gas superficial
velocity divided by the cross-sectional-averaged void fraction. Unfortunately, the steam superficial velocity is
not known a priori for steam–water flows because of the mass transfer between liquid and vapor phase (the
mass transfer between phases is of particular importance in flashing flows). To overcome this problem, the
steam velocity can be assessed by means of cross-correlation techniques based on local (Roy et al., 1994;
Van Hout et al., 2001; Wang and Ching, 2001; Ohnuki and Akimoto, 2000) or cross-sectional-averaged (Cost-
igan and Whalley, 1997; Cheng et al., 1998a; Hills et al., 1998; Mi et al., 2001) void-fraction signals. The latter
method is used in this study.

Once the steam velocity wG is known, the volume of a bubble can then be calculated as
V B ¼ wGDxDy Dt
X

i;j;k2B

ei;j;k ð3Þ
Fig. 5. Virtual sectional side views extracted from wire-mesh sensors data.
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where B refers to the set of elements (i, j,k) belonging to the given bubble. The corresponding bubble equiv-
alent diameter is calculated as
Deq;B ¼
ffiffiffiffiffiffiffiffiffiffi
6

p
V B

3

r
ð4Þ
The soundness of the cross-correlation method, applied in the present work to estimate bubbles velocities, is
demonstrated by Hills et al. (1998). They found that in case of bubbly flow the velocity extracted by cross-cor-
relating the cross-sectional-averaged void-fraction signals is in very good agreement with the bubbles velocity.
This is true also in case of cap bubbles and bubble clusters. For the slug-flow regime, where slugs and smaller
bubbles are both present in the flow, Hills et al. (1998) demonstrated that the cross-correlation method gives
the velocity of the slugs only. This happens because the slugs give a major contribution to the cross-sectional-
averaged void fraction, while the contribution of smaller bubbles is negligible.

In view of the results obtained by Hills et al. (1998), the cross-correlation method applied in the present
work gives an inexact estimation of the velocity of smaller bubbles in case of slug/churn flow regime. The error
on the bubble velocity can be estimated applying the correlations given by Tomiyama (1998) and by Nicklin
and Davidson (1962). The Tomiyama correlation applies to a wide range of bubbles diameters. For large bub-
bles (equivalent diameter larger than 0.63 times the pipe diameter) the influence of the pipe walls on the bubble
velocity is considered by means of a correction factor. The correlation by Nicklin and Davidson describes the
dependence of the velocity of slugs on the pipe diameter. The maximum difference between the slugs and bub-
bles drift velocities obtained by these correlations occurs for bubble sizes around 2 mm and amounts to about
10%. The error of the absolute velocity is in reality smaller than 10% since the bubbles move in an upward
flowing liquid phase. The concomitant error of the bubbles equivalent diameter is up to of about 3%, since
it is proportional to the one third power of the bubble velocity.

4. Three-dimensional flow visualization

As mentioned in Section 3.2, once the bubble velocity is known it is possible to transform the time coor-
dinate in the spatial coordinate perpendicular to the measurements plane. To visualize the three-dimensional
array of instantaneous local void fractions delivered by the wire-mesh sensors a simplified ray-tracing algo-
rithm is used (Prasser et al., 2005b).

Lets suppose that white light arrives from one side of the pipe in direction parallel to the x-axis, as sche-
matically illustrated in Fig. 6, and that the observation is performed from the direction parallel to the y-axis.

Indicating with Ux the vector of light intensity, the boundary conditions at the pipe wall x = 0 (j = � nel/2
in the discrete coordinate system, where nel specifies the number of wire-mesh electrodes) can be written as
~Uxj¼0;k ¼ ~Uwhite ¼ ðuredwhite
;ugreenwhite

;ubluewhite
Þ ð5Þ
On each point of the measurement domain, the light intensity vector Ux will have three components quanti-
fying the red, green and blue content of the incident light. These components will be partially absorbed when
the light beam will propagate through the steam and liquid present in the column characterized by the matrix
of void-fractions ei,j,k. To evaluate the light intensity in each point of the measurement plane, it is first neces-
sary to define vectors of absorption coefficients KG and KL for the steam and the liquid phase respectively.
These vectors represent the absorption coefficients for the three light components of red, green and blue.
For a given time instant, at each point (j,k) of the measuring plane the light intensity becomes:
~Uxj;k ¼ ~Uxj�1;k 1� ~KGej;k � ~KLð1� ej;kÞ
h i

for j P � nel

2
and j 6

nel

2
ð6Þ
where nel/2 specifies the outer boundary of the measurements domain. Finally, to reconstruct the image, the
intensity of the light that is scattered toward the observer (see Fig. 6) in the direction of the y-axis has to be
calculated. For this aim, scattering coefficients XG and XL of steam and liquid respectively for the three light
components are defined. The intensity of light that is scattered toward the observed (i.e. in the y-direction) at
each point (j,k) is expressed by
~Qj;k ¼ ~Uxj;k ½~XGej;k � ~XLð1� ej;kÞ� ð7Þ



y 

x 

Incident
light 

Observer

Fig. 6. Scheme for the 3D flow visualization.
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This light will be partially absorbed while passing through the two-phase mixture in the y-direction. The light
intensity Uy that travels in the y-direction will thus be a combination of source terms and absorption:
~Uyj;k
¼ ~Uyj;k�1

1� ~KGej;k � ~KLð1� ej;kÞ
h i

þ ~Qj;k for k P � nel

2
and k 6

nel

2
ð8Þ
with ‘‘black’’ as initial value:
~Uyj;k¼0
¼ ~Ublack ¼ ðuredblack

;ugreenblack
;ublueblack

Þ ð9Þ
The value of Uy found for k = nel/2 represents the light intensity that reaches the observer. The above de-
scribed procedure is repeated for successive time frames i. The three dimensional flow visualization is obtained
by plotting one below each other in the vertical direction the vector ~Uyj;k

calculated for k = nel/2 at each time
instant iDt. The vertical axis of the image is scaled by means of the steam velocity. A time-dependent steam
velocity can be considered as well.

A clear advantage of the described method is a more realistic picture of the three-dimensional flow pattern
that contains information of the entire three-dimensional void-fraction distribution. Such information would
be lost if only a virtual sectional side view (as the one shown in Fig. 5) along the axis of the pipe is shown.

5. Stationary flashing flow

A series of experiments was performed at atmospheric pressure in condition of forced circulation (Manera,
2003; Manera et al., 2003) (see Table 2 for the measurements conditions). The use of forced circulation was
necessary to ensure a constant flow rate at the inlet of the test section for a wide range of operating conditions.
This in view of the fact that, as mentioned in the introduction, a natural-circulation two-phase system may
exhibit flow oscillations when operated at low pressures. Data from the wire-mesh sensors were recorded
for 200 s. From the series, two sets of measurements are selected at constant superficial liquid velocity and
increasing superficial vapor velocity to be discussed here. The main variables are reported in Table 2. The last
column in the table indicates the distance in length over pipe-diameter between the measurement points (where
the lowest wire-mesh sensor is located) and the lowest axial location at which flashing occurs (flashing front).
Below the flashing front, flashing does not propagate in the liquid bulk. The temperature at the inlet of the
heated section Tinl, the power and the superficial liquid velocity JL are the controlling parameters of the exper-
iments. The superficial steam velocity JG is determined a posteriori as the product of the steam bubble velocity



Table 2
Measurements in forced circulation conditions

Tinl (�C) Power (kW) JL (m/s) JG (m/s) L/D Flashing front

SET 1

A1 92 8.80 0.11 0.005 0.5
B1 92 9.12 0.11 0.030 4
C1 92 9.84 0.11 0.240 15
D1 92 10.4 0.11 0.590 32
E1 92 10.9 0.11 0.830 54

SET 2

A2 96.2 7.20 0.14 0.018 1
B2 96.6 7.60 0.14 0.627 17
C2 96.4 7.88 0.14 0.775 28
D2 96.4 8.20 0.14 0.902 34
E2 96.6 8.64 0.14 1.100 52
F2 96.8 8.96 0.14 1.270 54
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obtained by means of cross-correlation techniques and the cross-section-averaged void fraction measured by
means of the lower wire-mesh sensor.

The visualization of the flow pattern obtained with the technique described in the previous paragraph is
shown in Fig. 7 for the two sets of experiments described in Table 2. The picture is scaled such that the length
of the column is 20 times the pipe diameter (20 * 47 = 940 mm). The flow pattern transits from bubbly to slug
flow when the superficial vapor velocity increases.

The corresponding distributions of bubble length and equivalent diameter are presented in Figs. 8 and 9
respectively. The equivalent diameter is calculated according to Eq. (4). To evaluate the bubble length, first
the time instants tB,front and tB,back at which the front and the back of the bubble touch the wire-mesh sensor
are determined. The bubble length is then calculated as the product of the steam velocity and the time interval
(tB,back � tB,front). The distributions represent the part of the void fraction that is carried by bubbles of a given
length or equivalent diameter. In this way, the area under the distribution gives the cross-section-averaged
void fraction hei. The class width for calculating these histograms was 0.5 mm for bubbles length/equivalent
diameter lower than 10 mm. For larger bubbles the class width was increased exponentially. This was neces-
sary to achieve smooth distributions because large bubbles are rare but carry a large quantity of void.

In Fig. 8 the flow pattern is indicated for each case according to the Mishima–Ishii flow map (Mishima and
Ishii, 1984). Confronting the predicted flow pattern with the visualization presented in Fig. 7 good agreement
is found. This finding is quite remarkable since the Mishima–Ishii flow map has not been developed for flash-
ing flow and in particular for flows where void production takes place along the test section. In this specific
case it is not possible to define a development length as for the air–water experiments where a constant air flow
is injected in the test section or as for the steam–water experiments in which steam is produced by heaters
below an adiabatic test section and no further production of steam takes place in the test section itself. Ana-
lyzing Figs. 8 and 9 it can be seen that the transition from bubbly to slug flow is characterized by the well
known transition from unimodal to bimodal bubbles size distribution.

The unimodal distribution exhibits a tail toward lower bubbles sizes when cap bubbles are present in the
flow. An increase of superficial steam velocity gives rise to longer Taylor bubbles, while an increase of the
superficial liquid velocity yields shorter Taylor bubbles.

5.1. Void-fraction profile and decomposition according to bubble-size classes

Tomiyama and co-workers (Tomiyama et al., 1995, 1999) stated that for a bubble radius corresponding to a
critical modified Eötvös number given by
Eomod ¼
gðqL � qGÞ

r
d2

xy ð10Þ



Fig. 7. Series of flow-pattern visualizations at constant liquid superficial velocity and increasing steam superficial velocity. The columns
have a length of 20 times the pipe diameter, the latter being 47 mm.
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an inversion of the direction of the lift force occurs, which pulls the bigger bubbles toward the center of the
pipe. In the formula above dxy represents the maximum bubble diameter in the cross-section. In case of steam/
water mixture at atmospheric pressure the critical equivalent bubble diameter (evaluated from the bubble vol-
ume assuming spherical shape) is about 5.36 mm.
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A method to check whether this finding holds for flashing flows as well, consists in decomposing the void-
fraction radial profile in a series of partial void-fraction profiles associated to given bubble size classes. In this
way it is possible to see where bubbles of a given size tend to accumulate.

Time-averaged void-fraction profiles can be obtained easily by averaging the local instantaneous void frac-
tions eijk over a given period (200 s in the present study). The bubble identification algorithm mentioned in
Section 3.2 allows to identify the set of elements (i, j,k) belonging to a given bubble. This information can
be used to decompose the void-fraction profile in partial void-fraction profiles (Prasser et al., 2002) according
to bubble classes. Two bubble size classes are used for the decomposition and the critical equivalent diameter
of 5.36 mm is used as threshold between the two classes.

The results of the decomposition are shown in Figs. 10 and 11 for the two sets of stationary experiments. In
agreement with the findings of Tomiyama and co-workers for water–air flows (1995, 1999), small bubbles
(D < 5.36 mm) are located preferentially close to the pipe wall, while bigger bubbles (D P 5.36 mm) tend to
be located toward the center of the pipe. To check whether the bubble radial distribution is in equilibrium with
the forces acting on the bubbles, a model developed by Lucas et al. (2001) has been applied. The model is
based on a radial balance of the forces acting on the bubbles. The radial balance is solved separately for sev-
eral bubble classes and the feedback between void-fraction profile and velocity profile is taken into account as
well. The forces considered in the model are:

1. Lift force: this force occurs if a particle is subjected to a shear flow. According to Zun (1980) the lift force
related to the unit volume can be calculated as
Fig
pre
~F lift ¼ �CliftqLð~wG �~wLÞ � rotð~wLÞ ð11Þ
For a spherical bubble in an upwards pipe flow the coefficient Clift is positive and the force acts toward the
pipe wall. Tomiyama et al. (1995) found the force acting toward the pipe center for large, non-spherical
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bubbles. Based on experimental data they developed a correlation for the coefficient of the lift force Clift,
which depends on the modified Eötvös number (see Eq. (10)). It changes sign at the previously mentioned
critical modified Eötvös number. The correlation is used in the model.

2. Lubrication force: it was introduced by Antal et al. (1991) and is responsible for driving the bubbles away
from the pipe wall. A modified expression for this force by Tomiyama et al. (1995) is implemented in the
model.

3. Turbulence dispersion force: it takes into account the smoothing of the void-fraction profiles caused by tur-
bulence (Lahey et al., 1993).

4. Eötvös number dependent dispersion force: this force has been introduced by Lucas et al. (2001) to take
into account that the fluctuating motions of large bubbles (Eo > 1) caused by bubbles deformation produce
an additional smoothing of the void-fraction profiles.

It is assumed that the forces acting on the bubble are in equilibrium. The radial profile of the liquid velocity,
which is required for the calculation of the lift force, is obtained using the model from Sato et al. (1981). They
consider the inherent wall turbulence as well as the turbulence caused by the bubbles. This sub-model needs
the radial void-fraction profile as an input. For this reason, the radial profile of the liquid velocity and the
radial profile of the gas fraction are calculated iteratively. There is a strong feedback between the two profiles.

The model allows the prediction of radial bubble distributions in a vertical two-phase flow once bubble size
distributions are provided. The experimental bubble size distributions shown in Fig. 9 are given as input to the
model and calculations are performed using 50 bubble classes and 100 radial nodes. To compare the results
with the experimental data, the 50 bubble classes are reduced to two bubbles classes separated by the threshold
defined by the equivalent critical diameter of 5.36 mm. For the reduction, it is sufficient to sum all the partial
profiles of the bubble classes that have to be condensed together.
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The model, successfully applied to air–water flows, is used here for the first time to study steam/water flow
and no tuning of the original model in (Lucas et al., 2001) has been performed to match the experimental
results presented in this work.

The comparison with the experimental void-fraction profiles is shown in Figs. 10 and 11. Fair agreement is
found for the two bubble classes considered (with diameter respectively smaller and larger than the critical
diameter) in correspondence of which Tomiyama et al. (1995) predict an inversion of the direction of the lift
force. In particular, a wall-peaked void-fraction profile is found for small bubbles and a center-peaked profile
is found for large bubbles, in agreement with the experimental results. This finding suggests that the equilib-
rium of forces acting on the bubbles is established fast enough in radial direction (perpendicularly to the flow),
so that the equilibrium model is in good agreement with the measured results even for a flow not fully devel-
oped in axial direction (strictly speaking it is not possible to define a development length for flashing flow
because bubbles are created along the entire length of the adiabatic section above the flashing front).

At low superficial steam velocities, close to the wall, a slight over-estimation of the void-fraction profile is
found for large bubbles. This may be caused by a too large dispersion force. For the small bubbles the general
trend is predicted reasonably well, though there are some deviations on the absolute values of the void frac-
tions. Such deviations are in any case very small in terms of absolute void fraction and fall in the range of
measurements error of the wire-mesh sensor (around 1%).

6. Transient flashing flow during flashing-induced flow oscillations in natural circulation conditions

Under specific conditions of power and inlet subcooling, flashing-induced flow-oscillations can be observed
(Manera and van der Hagen, 2003). Flashing taking place in the adiabatic section of the loop leads to an
unbalance between the driving force and the pressure drops in the loop, giving rise to a flow-rate increase. This
will cause a decrease of the temperature at the outlet of the heated section. Thus, colder water will enter the
adiabatic section suppressing flashing. When flashing stops the driving force becomes small, yielding a low
flow rate. This in turn will give a subsequent increase of the fluid temperature at the inlet of the adiabatic sec-
tion. Eventually, a new flashing cycle will start. In this way so-called flashing-induced flow oscillations
originate.

The evolution of the flow pattern and of the bubble size distribution during a typical flashing-induced flow
oscillation is discussed in the next paragraphs. For this scope, the flow pattern visualization described in Sec-
tion 4 is for the first time applied to time-dependent velocity.

The first problem to be solved is to derive a time-dependent steam bubbles velocity. No literature has been
found with regards to this problem (the studies published in the field mainly refer to stationary two-phase
flows).

6.1. Time-dependent bubble velocity measurements

To evaluate the bubble velocity, being the superficial steam velocity unknown, the following methods can
be applied:

(a) by cross-correlating the cross-sectional-averaged void fractions measured by the two wire-mesh sensors.
The application of cross-correlation techniques is straight-forward, but the method leads to an approx-
imated result since it is necessary to assume that all bubbles present in a given time interval have the
same velocities;

(b) by using a drift-flux model. The GE-Ramp model (IAEA, 2001) is selected. This has been proven to give
the best results in case of flashing flow (Manera et al., 2003);

(c) by identifying the time delay that it takes for each bubble to touch the two sensors. The direct identifi-
cation of time delays would give the possibility of associating to each bubble its ‘‘true’’ velocity, identi-
fied as the velocity of the bubble front. In the case presented in Fig. 5, for example, it is clear that the
velocities of the two shown bubbles significantly differ from each other. Unfortunately, if this method is
performed via a computer algorithm, extreme care has to be taken for the choice of the selection con-
ditions used to find the same bubble in the data arrays measured by the two wire-mesh sensors. This task
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becomes particularly difficult in presence of high bubble density and bubble coalescence, break-up and
expansion. A visualization program has been developed to allow the user to manually select and asso-
ciate bubbles passing through the two wire-mesh sensors. Once the same bubble is identified in the three-
dimensional data arrays delivered by the two wire-mesh sensors, the velocity of the bubble is evaluated
on the basis of the time instants at which the bubble front touches successively the two sensors. This
method is taken as reference for further comparisons.

To apply the cross-correlation method (a), the cross-correlation function (CCF) has to be calculated over a
limited time window if the temporal variations of the steam velocity have to be derived. It is recommendable
that the steam velocity is evaluated with a time step not larger than 0.5–1 s (the frequency of void fluctuations
during flashing is around 3–4 Hz. The period of the flow-rate transient is �40 s in the case presented here). The
same limitation holds for the time window over which the cross-correlation is performed. Unfortunately, a
small time window goes at the expenses of the accuracy of the CCF. To overcome this problem and reduce
the uncertainty on the estimation of the steam velocity a second method based on ensemble-averaged CCF
is applied. First, a longer measurement is performed (600 s) in comparison with the stationary measurements
in order to record a significant number of flashing cycles. Then individual flashing cycles are discriminated on
the basis of the signal of the lower wire-mesh sensor. The beginning of a flashing cycle is determined as the
time instant at which the wire-mesh sensor measures a cross-section-averaged void fraction of at least 10%.
The instantaneous cross-section-averaged void fractions measured by the two wire-mesh sensors are cross-cor-
related with a time step of 0.5 s. Ensemble averaging is performed over all flashing cycles in order to guarantee
sufficient statistical accuracy. The steam velocity is calculated on the basis of the ensemble-averaged cross-cor-
relation with a time step of 0.5 s. Ensemble averaging is also done for the liquid velocity and for the void frac-
tion, in order to obtain a representative time-dependent flashing cycle. Details on the ensemble averaging
technique are given in Manera (2003) and Manera et al. (2003).

The error on the steam velocity depends on the error on the traveling time of steam bubbles between the
two wire-mesh sensors. This error has two components, one due to the time resolution of the cross-correlation
(i.e. the sampling time equal to 1/1200 s), which causes an error of less than 4% in the range of steam velocities
encountered in the experiment, and a second component caused by noise of the signal. Since the signals are
strongly correlated, this error source is negligible.

For the application of method (b), the GE-Ramp model has been selected. This drift-flux model allows to
calculate the steam velocity on the basis of the cross-section-averaged void fraction. As for the cross-correla-
tion technique, it can be chosen to derive a time-dependent steam velocity for the first flashing cycle (for which
the reference measurement ‘‘c’’ holds) or for the ensemble-averaged flashing cycle. In the latter case the ensem-
ble-averaged void fraction has to be filled in the drift-flux model.

The comparison between the steam velocity estimations is presented in Fig. 12. The upper figure shows the
performance of the cross-correlation technique applied to the first flashing cycle (CCF) and of the ensemble-
averaged cross-correlation technique (ensemble CCF). The dots (reference) have been obtained applying the
method (c) described previously. The general trend of the time-dependent steam velocity is caught fairly well
by both methods. As expected, the first method catches better the velocity fluctuations, while the second
method delivers a smoother velocity distribution.

In the lower graph the performance of the selected drift-flux model is shown. The curve ‘‘Ge-ramp’’ has
been obtained on the basis of the time-dependent cross-section-averaged void fraction measured during the
first flashing cycle, while the curve ‘‘ensemble Ge-ramp’’ has been obtained on the basis of the ensemble-aver-
aged void fraction over all the measured flashing cycles. The predictions of the drift-flux model are quite sat-
isfactory. The bubble velocity is over-estimated at the beginning and at the end of the flashing cycle, when only
small bubbles are present in the flow.

6.2. Temporal evolution of bubble-size distributions

For the study of the temporal evolution of bubble size distributions and for the flow visualization, the steam
velocity derived by the ensemble-averaged cross-correlation technique is used. The transient working point for
the ensemble-averaged flashing cycle of the case considered is reported in Fig. 13 in the JL–JG phase space.
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The time increases from points A (0.25 s in the time axis of Fig. 12) to B (32.25 s). The flow maps according to
Taitel et al. (1980) and Mishima and Ishii (1984) are reported as well in the figure. As it can be seen, during a
flashing cycle, the flow-pattern transits from bubbly-flow to slug/churn flow (between 4.25 and 4.75 s) and
ends as bubbly flow again (between 29.75 and 30.25 s). This can be also seen by visual inspection of the test
section and by bubbles reconstruction and flow pattern visualization, as it is demonstrated in Figs. 14 and 15.

In Fig. 14 the bubble size distributions are shown at different time instants (namely, the bubble length dis-
tributions and the bubble diameter Dxy distributions are presented. Dxy is defined as the maximum bubble
diameter in the pipe cross-section). For each distribution all the bubbles found in a time interval of 4 s are
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considered. All flashing cycles in the 600 s measurement are taken into account. This is possible thanks to the
fact that, with the synchronisation technique described previously, a common time axis can be defined for all
flashing cycles. This common time axis has been used in Fig. 12 as well.

As for the stationary case, the transition from spherical to cap bubbles is characterized by a unimodal dis-
tribution tailed toward lower bubble sizes. During the transition from cap bubbles to slug flow the unimodal
distribution becomes symmetric but with a very large spreading in bubbles length. When the transition is com-
pleted the bimodal distribution typical of slug flow is found. Initially, the length of the Taylor bubbles grad-
ually increases with time. The production of steam causes an increase of the buoyancy in the loop and
consequently an increase of the liquid superficial velocity. Subsequently the length of the Taylor bubbles
decreases until bubbly flow is reached again and the bubbles length distribution switches back again to uni-
modal. Similar conclusions can be drawn looking at the evolution of the maximum bubbles diameter Dxy

in the cross-section (note that this quantity can be measured exactly in the limits of the wire-mesh sensor spa-
tial resolution and it is not biased by errors in the bubbles velocity measurement).

The flow visualization at different time instants for one of the flashing cycles of the considered case is shown
in Fig. 15. Two successive columns correspond to the measurements performed by the two wire-mesh sensors
respectively. The picture is in scale, the length of the column being 20 times the pipe diameter (20 * 47 =
940 mm). The time instants corresponding to the beginning and the end of different columns are indicated
for each column separately (again the same time axis as in Figs. 12 and 14 is used).

Note that if the ‘‘correct’’ bubble velocity is used for each bubble in the flow-pattern visualization, the dis-
tance between the bubble fronts of a given bubble as seen from the two wire-mesh sensors should be exactly
equal to the distance of 27.5 mm existing between the two sensors (the distance between the two wire-mesh
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sensors is reported in scale in Fig. 15). Thus, a larger or smaller distance gives an idea of the velocity under-
estimation or over-estimation respectively that is caused by the use of an approximate velocity.

As mentioned previously, on the basis of the flow map presented in Fig. 13 and from visual inspection of
the test section, the flow pattern transits from bubbly to slug/churn flow and back to bubbly flow in the last
instants of the flashing cycle.

The flow patterns agree quite well with the prediction of the Mishima–Ishii flow maps even in transient con-
ditions. It is important to recall that in such conditions, not only the steam is generated along the adiabatic
section, but also the flashing front changes location with time. Moreover, it has to be pointed out that also the
time instants at which the flow pattern transitions occurs agree quite well with the flow map shown in Fig. 13
(between 4.25 and 4.75 s for the bubbly to slug flow transition and between 29.75 and 30.25 s for the slug to
bubbly flow transition). This is remarkable in view of the fact that flow maps are meant for stationary devel-
oped flows, and also because in Fig. 13 the ensemble-averaged flashing cycle is considered, while the visual-
ization in Fig. 15 obviously shows a single flashing cycle.
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7. Conclusions

The three-dimensional characteristics of flashing flow in a vertical pipe have been studied for the first time
in stationary and transient conditions (during so-called flashing-induced flow oscillations). Advanced instru-
mentation, namely wire-mesh sensors, has been used for detailed void-fraction and steam velocity measure-
ments. Appropriate treatment of the data delivered by the wire-mesh sensor allows a full reconstruction of
the three-dimensional flow pattern visualization and helps revealing the structure of the flashing flow. Bubble
size distributions have been obtained both in stationary and transient conditions.

The stationary bubbles size distributions have been used as input for a stationary model that calculates
radial void-fraction profiles assuming equilibrium between the forces acting on the bubbles. The partial
void-fraction profiles calculated for different bubble size classes have been compared with the experimental
profiles and fair agreement has been found. This finding suggests that equilibrium in the radial direction
(i.e. perpendicularly to the flow direction) is reached fast enough, so that good agreement is found between
experimental radial bubbles distributions and the equilibrium model.

For the transient flashing flow different methods have been proposed to evaluate the time-dependent steam
velocity. These methods are based on cross-correlation techniques and on the use of drift-flux models. Meth-
ods based on ensemble-averaging techniques considering several flashing cycles have been applied. Reasonable
agreement is found when comparing the proposed methods to the actual bubble velocities.
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